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Promise and 
Disappointment

• Enthusiasm and Confusion 
abound regarding using Large 
Language Models.
• It seems so promising, yet 

companies are struggling to 
identify use cases.

• Why?



A Diffuse Technology

• The traditional paradigm for implementing a “software solution” is 
difficult to apply.

• Companies have become accustomed to someone (e.g. Oracle or 
SAP) providing a centralized app to solve their problems.

• AI/LLM does not fit that paradigm.
• It is “diffuse” (decentralized).
• You’ll also hear it referred to as a “General Purpose Technology”.



What to do?

E8: The Principle of Small Decisions: Influence the many small 
decisions.2

2The Principles of Product Development Flow - Reinertsen



Some concrete examples



1. Where are the retries?

My flow stopped until I could consult the expert.

LLM’s are very good at extracting information from large document sets. In 
this case C code.

How often in your org is someone’s work paused while a second person is 
consulted for the answer? How often do they know the answer as opposed 
to knowing where to look?

 



Example #2

2. “Hi all,
I am working on some of the planning documents and protocols, 
and I need a number for the requirements to reference.  Can one of 
you get a DCR set up to assign a P/N to the requirements so that I 
can reference where applicable?”

Flow stopped while the expert “pulled a number”. 
Hardly a high value activity for either party.
Agentic workflows can execute the request directly rather than interrupt a 
second person.



Example #3

• Meeting minutes
• How much time is being 

used in your org to create 
meeting minutes?



More ambitious

• This next example will require help from the organization …



“Establish customer-defined value …”1

• Automated Requirement Gathering
• LLMs can analyze and interpret customer feedback from Natural 

Language sources (Natural Language Processing).
• Sentiment analysis of unstructured data.

Example:
• A company could use an LLM to monitor customer reviews and social 

media mentions, identifying common themes or requests, which are then 
automatically turned into a list of product requirements or features.

1The Toyota Product Development System: Integrating People, Process and Technology, 2006 Morgan and Liker.





Jeff Sutherland and Scrum Inc.® 1993 – 2024

• Productivity is 5x with Microsoft Copilot so Microsoft 
laid off 12% of its workforce in 2023 and rehired AI 
expertise for 80% of layoffs.

• AI is improving 10x every six months, 500 times faster 
than Moore’s Law

• Industry analysts project 30-100x team performance by 
2030. Scrum@Scale will be a facilitator of that change.

• The Scrum/AI model will evolve similar to the games of 
Chess and Go. When the world champion became a 
computer, humans were depressed.

• One year later a team of humans with AI on laptops 
took the world championship back from the computer.

• The winners said it was the synergy between three 
factors – the humans, the machines, and the process.

• AI is currently projecting that Scrum@Scale with team 
member AI tools and the AI being a full-fledged 
independent member of the team in all Scrum events 
will be the surviving model by 2030.

First Principles Prioritizes Integrating AI into Scrum
Teams will be 30-100 times faster by 2030 (or unemployed)



Jeff Sutherland and Scrum Inc.® 1993 – 2024

AI is improving 10x every six months, 500 times faster than Moore’s Law





SQuAD2.0 combines the 100,000 questions in SQuAD1.1 with over 
50,000 unanswerable questions written adversarially by 
crowdworkers to look similar to answerable ones. To do well on 
SQuAD2.0, systems must not only answer questions when possible, 
but also determine when no answer is supported by the paragraph 
and abstain from answering.

The General Language 
Understanding Evaluation (GLUE) 
benchmark is a collection of 
resources for training, evaluating, 
and analyzing natural language 
understanding systems.

Switchboard: Recognition of 
conversational speech over 
telephone.



Code – “the killer app”
Amazon Q, our GenAI assistant for software development
- The average time to upgrade an application to Java 17 
plummeted from what’s typically 50 developer-days to just 
a few hours. We estimate this has saved us the equivalent 
of 4,500 developer-years of work (yes, that number is 
crazy but, real).

- In under six months, we've been able to upgrade more than 
50% of our production Java systems to modernized Java 
versions at a fraction of the usual time and effort. And, our 
developers shipped 79% of the auto-generated code reviews 
without any additional changes. 

- The benefits go beyond how much effort we’ve saved 
developers. The upgrades have enhanced security and 
reduced infrastructure costs, providing an estimated 
$260M in annualized efficiency gains.

Andy Jassy, CEO at Amazon



Claude 3.5 Sonnett





Creating apps we 
would not have 
attempted before

• I and my colleagues are writing 
software to accomplish tasks we 
would not have attempted before.

• We would have recognized the 
time commitment as too large to 
even attempt the task.

• Now, we are creating those apps 
and/or visualizations.





… and more to come in Milwaukee. I’ll be walking through Generative AI 
from project concept to testing.
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